Investigation of two-level defects in injection dependent lifetime spectroscopy
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ABSTRACT

In the majority of studies involving injection dependent lifetime spectroscopy, it is assumed that the investigated defect is a single-level defect following Shockley-Read-Hall recombination statistics. Nevertheless, in real life, two-level defects or multi-level defects are more common than single-level defects. In this study, we first investigated the possible consequences of misinterpreting a two-level defect as two single-level defects. A procedure to properly fit two-level defects in lifetime spectroscopy is subsequently proposed. At the end, we use boron-oxygen related defects as an experimental demonstration. Our experimental results reveal that the recombination statistics of boron-oxygen related defects cannot be explained by the coexistence of two independent single-level defects. A two-level defect parameterization appears to be more suitable.

1. Introduction

Defects in semiconductor reduce the lifetime of photogenerated carriers and therefore, deteriorate the performance of solar cells [1]. Characterization of the electrical properties of defects is essential for identifying them, evaluating their impact on device performance, and eliminating them during the device fabrication processes [2].

Due to its high sensitivity, injection dependent lifetime spectroscopy (IDLS) is widely used for the parameterization of defects’ electrical properties [3–6]. By fitting the measured injection dependent lifetime, the solution space of the dominant defect’s electrical parameters can be obtained using methods such as Defect Parameter Solution Space (DPSS) [3,7], Defect Parameter Contour Map (DPCM) [8], the Newton-Raphson method [9] and more [10]. The solution space resulting from a single IDLS measurement is ambiguous, i.e., there are an infinite number of solutions of the defect parameters [7]. To reduce this ambiguity it is common to measure injection dependent lifetime at various temperatures (TIDLS) or on samples of various doping concentrations (Ndo. p-IDLS) [3,4,7,11].

In literature, the majority of IDLS analysis focuses on defects following the Shockley-Read-Hall (SRH) [12,13] recombination statistics which assume that the defect has a single energy level within the bandgap. However, in most of the IDLS-based studies, the fitting of the measured injection dependent lifetime curve by a single SRH defect is not satisfactory [4,7,14–18]. This is usually explained by the existence of a secondary SRH defect in the measured sample [19–23]. This can be a reasonable assumption when the experimental design cannot ensure samples to be limited by just one singular defect. The addition of a secondary SRH defect typically improves the fitting quality to satisfactory precision. However, there is another possible reason for non-satisfactory fitting by a single SRH defect: the measured lifetime is dominated by a multi-level defect instead of a single-level defect [24]. In fact, a recent review paper has demonstrated that many defects feature two or more energy levels in the band gap [25]. Nevertheless, the possibility of multi-level defects has been considered only in a few studies [23,24,26–30]. It is well known that the recombination statistics of a multi-level defect is different from the simple addition of multiple single-level defects [24,25,31]. Therefore, misinterpreting a multi-level defect as multiple single-level defects could result in a significant error in the analysis.

Currently, a thorough investigation of the impact of multi-level defects on IDLS analysis is missing. Furthermore, although in a few studies the injection dependent lifetime has been fitted with a two-level defect model [23,24,26–29], a systematic parameterization procedure for...
multi-level defects has not been developed. In this study, we first use simulation to demonstrate the possible consequences of analyzing a two-level defect as two single-level defects. Then, a procedure to parameterize two-level defects in IDLS is proposed. The findings from the simulation are then applied to a real-life example using boron-oxygen (BO) related defects. In this study we limit ourselves to two-level defects as defects with more than two energy levels in the bandgap require more complicated analysis and will be addressed in a future publication.

2. Simulation study

2.1. Simulation methods

2.1.1. Impact of two-level defects in IDLS

In this study, the impact of two-level defects on an IDLS analysis is evaluated via simulation. First, the injection dependent recombination lifetime of a two-level defect with known defect parameters is simulated. The simulated lifetime is then analyzed assuming it originates from two single-level defects. The defect parameters extracted under this assumption are then compared to the true parameters of the two-level defect.

The recombination lifetime of a two-level defect is simulated using the Sah-Shockley statistics [32]:

$$\tau(n\Delta n) = \frac{1}{N_{d}(n_{0} + p_{0} + n\Delta n)} \left( \frac{\sigma_{n} \nu_{n}}{\sigma_{n} \nu_{n} + \sigma_{p} \nu_{p} + n\Delta n} \right) + \left( \frac{\sigma_{p} \nu_{p}}{\sigma_{n} \nu_{n} + \sigma_{p} \nu_{p} + n\Delta n} \right)$$

where \(\tau\) is the recombination lifetime of the minority carriers, \(\sigma_{n}\) (\(\sigma_{p}\)) is the electron (hole) capture cross section where the subscript \(x\) denotes the \(x^{th}\) defect level (\(x = 1\) or \(2\)), \(\nu_{n}\) (\(\nu_{p}\)) is the thermal velocity of electrons (holes), \(n_{0}\) (\(p_{0}\)) is the electron (hole) density when the Fermi level is at the \(x^{th}\) defect energy level \(E_{x}\), \(n\) (\(p\)) is the total electron (hole) concentration, \(N_{d}\) is the defect concentration, \(n_{0}\) (\(p_{0}\)) is the electron (hole) concentration at thermal equilibrium, and \(\Delta n\) is the excess carrier density. In this study, the first energy level refers to the transition energy between the most positively charged state and the middle charge state, whereas the second energy level refers to the transition energy between the middle charge state and the most negatively charged state. For example, for a donor-acceptor type two-level defect, the first energy level is the transition energy between the positive charge state and the neutral state (donor level), while the second energy level is the transition energy between the neutral charge state and the negative charge state (acceptor level).

The simulated injection dependent lifetimes using Eq. (1) is then analyzed assuming two single-level defects, following the SRH recombination statistics [12,13]:

$$\tau(n\Delta n) = \frac{n + n_{1}}{\sigma_{n} \nu_{n} + (p + p_{1})/\sigma_{p} \nu_{p}} N_{d}(n_{0} + p_{0} + n\Delta n)$$

The parameters of the assumed single-level defect are extracted using a modified DPSS method as suggested in Ref. [33]. First, the lifetime is plotted against a new variable \(X\) for \(p\)-type silicon or \(Y\) for \(n\)-type silicon instead of \(\Delta n\). \(X\) is defined as \(n/p\), whereas \(Y\) is defined as \(p/n\) [24]. This change of variable transfers the SRH lifetime equation into a linear form (in this case, for a \(p\)-type wafer):

$$\tau = \frac{1}{N_{d}} \left( \frac{1}{\sigma_{n} \nu_{n}} + \frac{n_{1}}{\sigma_{p} \nu_{p} \rho_{p}} + \frac{p_{1}}{\sigma_{p} \nu_{p} \rho_{p}} \right) \left( \frac{1}{\sigma_{n} \nu_{n}} - \frac{n_{1}}{\sigma_{p} \nu_{p} \rho_{p}} + \frac{p_{1}}{\sigma_{p} \nu_{p} \rho_{p}} \right)$$

Therefore, the recombination lifetime of a single-level defect is a straight line when plotted against \(X\). A curved \(\tau(X)\) plot indicates that more than one defect levels are impacting the lifetime [24]. Assuming that multiple independent single-level defects coexist in the sample, the recombination lifetime can be fitted as the harmonic sum of straight lines:

$$\frac{1}{\tau(X)} = \frac{1}{\tau_{\text{defect}(X)}} + \frac{1}{\tau_{\text{defect}(X)} + \cdots + \frac{1}{\tau_{\text{defect}(X)}}}$$

$$= \frac{1}{m_{1}X + b_{1}} + \frac{1}{m_{2}X + b_{2}} + \cdots + \frac{1}{m_{i}X + b_{i}}$$

where \(m_{i}\) and \(b_{i}\) are, respectively, the slope and intercept of the linearized recombination lifetime of the \(i^{th}\) defect. As can be seen from Eq. (3), the slope and intercept are both a function of the defect parameters \(E_{i}\), \(\sigma_{n}\) and \(\sigma_{p}\) and \(N_{i}\). Conventionally, in IDLS analysis, the defects are parameterized with \(E_{i}\), ratio of capture cross sections \(k \equiv \sigma_{n}/\sigma_{p}\), and the electron capture time constant \(t_{\nu} \equiv 1/(\sigma_{p} \nu_{p} N_{i})\) for \(p\)-type silicon or hole capture time constant \(t_{\nu} \equiv 1/(\sigma_{n} \nu_{n} N_{i})\) for \(n\)-type silicon [3].

With \(m_{i}\) and \(b_{i}\) for each of the assumed single-level defect determined from fitting the injection dependent lifetime, \(k\) and \(t_{\nu}\) can be easily calculated as a function of \(E_{i}\). In this way, the DPSS curves are obtained.

By varying the assumed doping concentration in the simulation and plotting the DPSS curves obtained from the different doping concentrations together, the defect parameters can be extracted from the intersect of the DPSS curves. For a detailed discussion of the physical and analytical background of single level defect analysis, the readers are referred to Refs. [3]. The extracted defect parameters for the assumed single-level defects are then compared to the true defect parameters of the two-level defect in the simulation. As the capture cross sections are always multiplied by \(N_{i}\) in the lifetime equations [Eqs. (1) and (2)], it is not possible to extract the absolute values of capture cross sections from lifetime spectroscopy without the knowledge of \(N_{i}\). Therefore, in this study, we only compare the values of \(E_{i}\) and \(k\), which are independent of \(N_{i}\).

It is important to note that the simulation concerns the defect recombination lifetime component only. In practice, the measured lifetime is the effective lifetime of charge carriers, which is impacted by other recombination channels, such as intrinsic recombination and surface recombination. For the analysis of measured lifetime data, it is important to first extract the associated recombination lifetime from the measured effective lifetime (see an example below in Section 3.2).

2.1.2. Defect parameterization of two-level defects

The previous section describes the recombination statistics of a two-level defect and the procedure of defect parameterization while misinterpreting it as multiple single-level defects. In this section, a procedure to extract the parameters of a two-level defect from IDLS measurements is presented.

The recombination statistics of a two-level defect involves six independent parameters: \(E_{1}\), \(E_{2}\), \(N_{e1}\), \(N_{e2}\), \(N_{f1}\), \(N_{f2}\) and \(N_{e}\) and \(N_{f}\). Compared to the case of one single-level defect (three parameters), fitting the injection dependent lifetime of a two-level defect is more prone to non-convergency or converging to local minima of the solution space. Furthermore, the conventional DPSS method is not suitable for presenting the solution space of six parameters. We, therefore, propose the following procedure.

We reduce the number of fitting parameters from six to four by fixing the value of \(E_{1}\) and \(E_{2}\). For a given pair of \(E_{1}\) and \(E_{2}\), the values of the other four fitting parameters can be obtained from a least-square fitting to minimize the fitting residual. In order to further improve the robustness of the least-square fitting, we repeat the fitting 100 times with randomized initial values for a given pair of \(E_{1}\) and \(E_{2}\). The other four fit parameters are obtained from the optimal fitting among all these repeated fits \(E_{1}\) and \(E_{2}\) are then swept across the silicon bandgap and the above fitting procedure is repeated for each combination of \(E_{1}\) and \(E_{2}\). For each combination, the residual of the fitting, as well as the fitted values for the other four parameters are obtained. These values are then illustrated using two-dimensional maps with \(E_{1}\) and \(E_{2}\) as the two axes. From the map of the fitting residual, the possible solution space of the
two energy levels can be easily identified and the other parameters can be obtained from their corresponding maps (see Fig. 6 below).

2.2. Simulation results and discussion

2.2.1. Impact of two-levels defects on conventional IDLS analysis

First, we will illustrate the possible consequences of misinterpreting a two-level defect as two single-level defects in the IDLS analysis. It is obvious that the results depend on the electrical parameters of the two-level defect, as well as the doping and temperature of the sample. Using the simulation method described in Section 2.1.1, we have identified three possible outcomes. Three simulation examples are presented below to illustrate these three cases. In all three simulations, a p-type silicon wafer with doping concentration of $10^{16}$ cm$^{-3}$ at 300 K is used and it is assumed that the effective lifetime of this wafer is completely dominated by a two-level defect with a concentration of $10^{12}$ cm$^{-3}$. The electrical parameters of the two-level defect used in these three cases are listed in Table 1. The injection dependent lifetime is calculated in the injection level range between $10^{12}$ to $10^{17}$ cm$^{-3}$.

Case 1. Resulted lifetime cannot be fitted as two single-level defects.

Case 1 is a special case where the recombination lifetime of the two-level defect cannot be fitted as two single-level defects. The calculated injection dependent lifetime of the simulated sample is shown in Fig. 1 (a). The corresponded $\tau(X)$ plot is shown in Fig. 1(b). As can be seen, the $\tau(X)$ curve shows a concave shape. As indicated in Eq. (4), in $\tau(X)$ plot the lifetime resulting from two single-level defects should be the harmonic sum of two straight lines, and thus can only be a convex curve. Therefore, a concave $\tau(X)$ plot shown in Fig. 1(b) cannot be explained by the presence of two single-level defects.

This case, therefore, demonstrates that sometimes a single lifetime curve can indicate the presence of a multi-level defect. If a recombination lifetime with a concave $\tau(X)$ curve is measured, it is certain that the lifetime is dominated by a multi-level defect rather than multiple single-level defects. In this case the conventional DPSS method cannot be used to extract meaningful single-level defect parameters.

It should be noted that the shape of the $\tau(X)$ curve is impacted not only by the defect parameters, but also by the temperature and doping concentration. Therefore, Case 1 might occur for a certain two-level defect under certain combinations of temperature and doping, whereas a change of doping or temperature can lead to different cases, as will be described below.

Case 2. Resulted lifetime can be fitted as two single-level defects and correct parameters are obtained.

The calculated $\tau(X)$ curve for the simulated two-level defect of Case 2 is shown as blue dots in Fig. 2. As can be seen, the $\tau(X)$ curve in this case shows a convex shape. As discussed before, in previous IDLS-based investigations, this shape of $\tau(X)$ curve is often explained by two-single level defects. However, this curve was simulated as a multi-level defect using the Sah Shockley formalism. This case illustrates the potential consequence of misinterpreting a two-level defect as two single-level defects.

The calculated lifetime of the two-level defect is fitted as two single-level defects, i.e., as the harmonic sum of two straight lines in $\tau(X)$ plot. The fitting is also shown in Fig. 2. As can be seen, a good fitting quality is obtained.

![Fig. 1. Calculated injection dependent lifetime of the two-level defect of Case 1 as a function of (a) excess carrier density and (b) the electron and hole concentration ratio. The defect parameters are listed in Table 1 and the sample parameters can be found in the text.](image1)

![Fig. 2. Calculated injection dependent lifetime of a two-level defect as a function of the electron and hole concentration ratio (dots) for Case 2. The defect parameters are listed in Table 1 and the sample parameters can be found in the text. The lines indicated fitting of the calculated lifetime as two single-level defects.](image2)

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{l1} - E_{i}$ [eV]</td>
<td>0.1</td>
<td>$-0.3$</td>
<td>$-0.1$</td>
</tr>
<tr>
<td>$n_{1}$ [cm$^{-3}$]</td>
<td>$10^{12}$</td>
<td>$10^{15}$</td>
<td>$2 \times 10^{-13}$</td>
</tr>
<tr>
<td>$p_{1}$ [cm$^{-3}$]</td>
<td>$10^{15}$</td>
<td>$10^{12}$</td>
<td>$10^{14}$</td>
</tr>
<tr>
<td>$E_{l2} - E_{i}$ [eV]</td>
<td>$-0.1$</td>
<td>0.1</td>
<td>$-0.5$</td>
</tr>
<tr>
<td>$n_{2}$ [cm$^{-3}$]</td>
<td>$10^{14}$</td>
<td>$10^{15}$</td>
<td>$4 \times 10^{-14}$</td>
</tr>
<tr>
<td>$p_{2}$ [cm$^{-3}$]</td>
<td>$10^{14}$</td>
<td>$10^{12}$</td>
<td>$10^{13}$</td>
</tr>
</tbody>
</table>
obtained across the entire injection range.

The two single-level defects are then parameterized using the DPSS method and the resulting DPSS-$k$ curves are shown in Fig. 3. The input defect parameters of the simulated two-level defect are indicated by blue dots. As can be seen, for the first level, the DPSS-$k$ curves pass through the correct defect parameters. For the second level, the DPSS-$k$ curve does not pass exactly through the correct defect parameters, however, the deviation is below 0.1% (in terms of $k_2$ value). The same procedure has been repeated while changing only the doping concentration of the sample from $10^{16}$ cm$^{-3}$ to $2 \times 10^{16}$ cm$^{-3}$ and $2 \times 10^{18}$ cm$^{-3}$. For the first level, the DPSS-$k$ curves of all three doping concentrations intersect at the correct defect parameters. For the second level, all three DPSS-$k$ curves are within 0.1% deviation from the true defect parameters. Hence, in this case, although the two-level defect is misinterpreted as two single-level defects, correct defect energy levels and capture cross-section ratios can still be obtained. In this case, the additional energetic transitions between the defect levels and the constraints imposed by the coupled level occupation have only a minor impact on the recombination activity. Such a weak level coupling induces just small effects on the evaluation that could easily be masked by the measurement uncertainty.

Case 3. Resulted lifetime can be fitted as two single-level defects but wrong parameters are obtained.

The calculated $\tau(X)$ plot for the simulated two-level defect in Case 3 is shown in Fig. 4 as blue dots. As is similar to Case 2, the $\tau(X)$ curve shows a convex shape. The lifetime is fitted as two single-level defects and good fitting quality is obtained across the entire injection range, as can be seen in Fig. 4.

Following the same procedure as before, the two single-level defects are parameterized using the DPSS method. However, contrary to the above mentioned Case 2, neither of the DPSS-$k$ curves pass the true defect parameters, indicated by the blue dots in Fig. 5. Even with the variation of doping concentration, none of the DPSS-$k$ curves passes through the correct defect parameters. Thus, in this case, misinterpreting a two-level defect as two single-level defects results in the wrong defect parameters. This case can be quite dangerous as a good fitting quality of the lifetime curve can still be achieved with the misinterpretation. However, the extracted defect parameters are significantly wrong and of little use for interpretation.

2.2.2. Parameterization of two-level defects in IDLS

In reality, if a $\tau(X)$ with a convex shape is measured, it is difficult to distinguish between Case 2 and Case 3. Therefore, the possibility of two-level defects should be always considered. A procedure to parameterize
the two-level defect in IDLS has been proposed and described in Section 2.1.2. Here we demonstrate this procedure using a set of simulated data. The parameters used in this simulation are the same as for Case 3.

Using the procedure described in Section 2.1.2, we first fit the injection dependent lifetime at 300 K. The resulting map of fitting residual is shown in Fig. 6. As can be seen, there are two large regions in the map showing low fitting residual. For each of the $E_1$ and $E_2$ combinations within these regions, there is a set of $N_1\sigma_{n1}, N_1\sigma_{p1}, N_2\sigma_{n2}$ and $N_2\sigma_{p2}$ which provides the high quality fit to the injection dependent lifetime. For a given pair of $E_1$ and $E_2$, the optimal fitting is found to be unique, i.e., there is only one set of $N_1\sigma_{n1}, N_1\sigma_{p1}, N_2\sigma_{n2}$ and $N_2\sigma_{p2}$ that can achieve the minimal fitting residual when the values of $E_1$ and $E_2$ are fixed. The presented fitting residual map provides a good visualization of the solution space of the defect parameters in this IDLS analysis. The correct combination of the simulated two-level defect is provided as blue dot, which is within the solution space.

From the large regions of low fitting residual, it is clear that the result of defect parameterization from just a single lifetime curve is ambiguous, i.e., there is an infinite number of solutions for the parameters of the two-level defect. This is similar to the IDLS analysis of a single-level defect. In order to reduce the ambiguity, a variation of doping or temperature is needed [3]. Here we use N$_{dop}$-IDLS for the demonstration. The lifetime of the defect is calculated for both n-type and p-type silicon with doping concentrations of 10$^{16}$ cm$^{-3}$ and 10$^{17}$ cm$^{-3}$. The calculated lifetime at different doping conditions are shown as dots in Fig. 7 (a). The calculated lifetime curves at these four doping conditions are fitted simultaneously and the resulted fitting residual map is shown in Fig. 7 (b). As can be seen, there is one local minimum, which agrees with the input energy level combination of the simulated two-level defect. From this point, $N_1\sigma_{n1}, N_1\sigma_{p1}, N_2\sigma_{n2}$ and $N_2\sigma_{p2}$ can be extracted and the capture cross section ratios can be easily calculated. However, it should be noted that in the resulting residual map, there is a relatively large region with a low value of fitting residual (below 10$^{-4}$). In real measurement, when considering measurement uncertainty, it may be challenging to distinguish the minimum point from this large region. In order to have a less ambiguous determination, more variation of the doping condition or temperature is required.

Compared to the DPSS method for single-level defect, the parameterization procedure proposed here for two-level defect is more elaborate. However, as can be seen from the example, the procedure provides a clear visualization of the solution space of the two-level defect’s parameters; therefore, it avoids finding only the local minimum or missing solutions in the fitting.

![Fig. 6. Fitting residual maps for two-level defect parameterization obtained following the procedure described in Section 2.1.2 for fitting a single set of IDLS data. The correct defect parameters of the two-level defect are also indicated.](image)

3. Demonstration with a real-life case - BO related defects

In Section 2, via simulated data, we illustrated the potential consequences of misinterpreting a two-level defect as two single-level defects in the IDLS analysis. We also proposed a procedure to properly parameterize a two-level defect from IDLS data. In this section, we demonstrate our previous findings and the proposed procedure using measured data of BO-related defect.

It is well known that boron-doped Czochralski (Cz) wafers suffer from bulk degradation when excess carriers are generated (either by illumination or electrical excitation) [14,34–38]. The lifetime of the sample can be recovered upon an annealing at elevated temperature in the dark. However, this recovery is not permanent and degradation can still occur if excess carriers are stimulated in the sample [36,39,40]. If the sample is illuminated at elevated temperature, the sample lifetime can be recovered and stabilized in the high lifetime state. Further generation of excess carriers will then not degrade the lifetime. However, a following dark annealing can destabilize and degrade the lifetime again [34,41].

Although the exact nature of the defect responsible for this degradation is still disputable, it is clear that degradation is related to the boron dopant and oxygen content in the wafer [16,35,39,42–44]. Therefore, we refer to the defect as BO-related defect. It is also well-known that the degradation process involves a fast stage and a slow stage [16,23,27,45,46]. It is still under debate whether the defects responsible for these two stages are different defects or the same defect [16,23,29,47–50]. However, it has been shown by several research groups that the lifetime at the most degraded state can be described to a satisfactory degree by assuming the presence of two single-level defects or one two-level defect [14–16,23,27]. A study by Niewelt et al. demonstrated that fitting when assuming a two-level defect provides a better fitting quality than assuming two single-level defects [27]. Assuming two-level defect statistics, several groups have suggested its electrical structure to be a negative-U shape defect (the second energy level is above the first energy level) [23,27–29,49].

In this study, we use the BO-related defect as an experimental demonstration assuming it follows the SRH or alternatively the Sah-Shockley statistics. We should note that the exact electrical structure of the defect is still controversial. Recent studies indicate that the capture mechanism for BO-related defect might be trap-assisted Auger capture, and thus it does not follow the SRH or Sah-Shockley recombination statistics [51–55]. We therefore do not aim to determine the exact electrical properties of the BO defect. We chose to discuss this specific defect as an example case where both suggestions of single-level defect superpositions and thorough attempts of two-level defect parameterization exist.

3.1. Experimental method

A boron doped p-type Cz wafer ($N_{dop} = 8.5 \times 10^{14}$ cm$^{-3}$) and a boron and phosphorus co-doped compensated n-type Cz wafer (net $N_{dop} = 2 \times 10^{13}$ cm$^{-3}$) are used to demonstrate the proposed method. The interstitial oxygen contents in the p-type wafer and compensated n-type wafer are measured to be 13.6 ppm and 17.6 ppm, respectively, via Fourier transformed infrared spectroscopy (FTIR) using the ASTM F1188 standard [56]. Both wafers first went through a phosphorus gettering process (785 °C for half an hour) to reduce the concentration of metal impurities. After the gettering process, the samples were first HF (hydrogen fluoride) dipped until hydrophobic, then etched in TMAH (tetrarmethylammonium hydroxide) solution for 5–6 min to remove the heavily doped layers. The p-type wafer was passivated with a 20 nm aluminium oxide (Al$_2$O$_3$) film deposited by atomic layer deposition (ALD) at a deposition temperature of 175 °C. A subsequent forming gas anneal at 425 °C for half an hour was performed to activate the Al$_2$O$_3$ surface passivation. The compensated n-type wafer was passivated by a 70 nm silicon nitride (SiN$_x$) film deposited at 300 °C by plasma enhanced
chemical vapor deposition (PECVD).

The degradation of the samples was achieved by illuminating the wafers at approximate one sun equivalent illumination using halogen lamps for five days. This ensures that all active defect precursors are activated rendering the samples stable for repeated measurement. The actual sample temperature during the light soaking is around 60 °C (estimated by a thermocouple attached to a dummy sample via Kapton tapes). The deactivation of the defect was achieved by annealing the wafers at 200 °C in the dark for 30 min. The stability of the surface passivation during the degradation and dark annealing is monitored via reference samples of stabilized float-zone (FZ) wafers. The FZ wafers were stabilized by 30 min annealing at 1000 °C in a nitrogen atmosphere [57, 58].

The injection dependent lifetime of the samples is measured using a customized lifetime tester featuring temperature dependent lifetime measurement [5], simultaneous photoconductance (PC) [59] and photoluminescence (PL) based lifetime measurements [60]. To minimize the uncertainty in the mobility model of the compensated silicon, the injection dependent lifetime for the compensated n-type wafer is obtained by PL based measurements [61].

3.2. Experimental results and discussion

The measured effective lifetime curves of the p-type and n-type Cz wafers used in this study after dark annealing and light soaking are shown in Fig. 8. For the p-type wafer, the lifetime is only measured at 303 K, whereas for the n-type wafer the lifetime is measured at 303 K and 343 K. The lifetime of both the p-type and n-type Cz wafers decreases substantially after light soaking, whereas the lifetime of the FZ control wafers is stable.

To monitor the possibility of association and dissociation of iron-boron (FeB) pairs, the lifetime of the light-soaked samples was also measured after more than 1 h in the dark and immediately after strong flash illumination. No observable change in the measured lifetime has been found, indicating that FeB pairs play a negligible role in these samples.

The defect recombination lifetime is extracted using:

\[
\frac{1}{\tau_{\text{defect}}} = \frac{1}{\tau_{\text{LS}}} - \frac{1}{\tau_{\text{DA}}} \tag{5}
\]

where \(\tau_{\text{LS}}\) and \(\tau_{\text{DA}}\) are, respectively, the measured effective lifetime of the sample after light soaking and after dark annealing.

The extracted defect lifetime curves of both the p-type and n-type wafers are shown in Fig. 8 and plotted again in Fig. 9 for a clearer illustration. As can be seen, the lifetime of the n-type wafer shows an
increase tendency towards lower injection level. This increased tendency is stronger at 343 K than 303 K.

3.2.1. Evidence of BO defect as a two-levels defect

The injection dependent lifetime of the n-type wafer is plotted against $Y = p/n$ and shown in Fig. 10. As can be seen, the $\tau(Y)$ at 303 K shows a concave shape. At 343 K, this concave curvature is even stronger.

Comparing Figs. 9 and 10, it can be seen that the concave shape of the $\tau(Y)$ is correlated to the increase of lifetime at low injection levels. It should be noted that this increase of lifetime at low injection cannot be explained by the artefacts induced by depletion region modulation (DRM) [62] or minority carrier trapping [63–66] for the following reasons: (a) the n-type wafer is passivated with SiN$_x$ which holds positive fixed charge [67], and there is no heavily doped p-type layer near the sample surface; therefore, there is no depletion region presented in the sample; (b) the increase of lifetime at low injection is stronger at higher temperature, this is in contrary to the behavior of minority carrier trapping [68]; and (c) the lifetime is measured by PL which is well known to be hardly impacted by DRM or trapping artefacts [69].

As demonstrated above, this concave shape of $\tau(Y)$ curve cannot be explained by the presence of two single-level defects. Previous works have suggested that the BO-related defect is more likely to be a two-level defect rather than two single-level defects [23, 27–29, 49]. However, this has been mostly deduced from an improved fitting quality or the law of parsimony. The result here provides for the first time direct evidence that the BO-related defects cannot be two single-level defects. It is possible that it is a two-level defect based on the experimental results in this study. However, it should also be noted that recent studies suggest that the BO-related defect might follow the trap-assisted Auger process [51, 55], which leads to recombination statistics different from either the SRH or Sah-Shockley statistics. However, as mentioned previously, the examination of the exact electrical structure of BO-related defects is out of the scope of this study, as we only use it as an experimental demonstration of our simulation findings. Our analysis below is based on the assumption that the BO-related defect is a two-level defect following the Sah-Shockley statistics.

3.2.2. Fitting BO defect with two-level defect

With injection dependent lifetime data of the p-type and n-type wafer at 303 K, we parameterize the BO-related defect using the procedure proposed above. The lifetime of the n-type sample at 343 K is not used, as the temperature dependency of the capture cross section is not known. The resulting fitting residual map is shown in Fig. 11. As can be seen, there are two large regions of low fitting residual. This indicates that the two wafers used in this study are insufficient to point out the exact energy levels of the defect. A wider doping variation range would be required to reduce this ambiguity of defect parameterization. However, this is again out of the scope of this study. Niewelt et al. recently investigated the BO-related defect as a two-level defect with a wide variation of doping concentration [27]. The energy level combination for BO-related defect extracted by them is marked with a red star in Fig. 11. As can be seen, the energy levels extracted by Niewelt et al. [27] is located in the solution space identified in this study.

3.2.3. Consequence of analyzing BO as two single-level defects

The $r(X)$ plot of the p-type sample measured at 303 K is shown in Fig. 12(a). As can be seen, it shows a convex shape. This $r(X)$ can be fitted assuming two single-level defects. As can be seen from Fig. 12(a), a good fitting quality can be achieved. However, as discussed before, misinterpreting a two-level defect might lead to wrong defect parameterization. The DPSS-k curves of the two single-level defects used to fit the measured $r(X)$ data are shown in Fig. 12(b) along with the two-level parameterization by Niewelt et al. [27]. As can be seen, a large deviation between the DPSS-k curves and the reported parameters is observed. Our findings discussed above agree with the identification of the BO-related as a multi-level defect. Thus, Fig. 12 demonstrates the consequence of misinterpreting BO-related defect as two single-level defects. This highlights again the importance of considering the possibility of a two-level defect when a convex $r(X)$ curve is measured.

4. Conclusions

In this study, the IDLS analysis for the two-level defect was investigated thoroughly. First, the potential consequences of misinterpreting a two-level defect as two single-level defects have been demonstrated via simulation. Depending on the defect parameters, doping concentration and temperature, three different cases can occur: (a) the lifetime of the two-level defect cannot be fitted as two single-level defects; (b) the lifetime of the two-level defect can be fitted as two single-level defects and correct defect parameters can be obtained; and (c) misinterpretation is possible yet the wrong defect parameters are obtained. The study highlights that if the exact electrical structure of the interested defect is unknown it is important not to neglect the possibility of a two-level defect.

Second, a robust procedure to parameterize the two-level defect in IDLS analysis has been proposed and illustrated via simulation. This
procedure allows a clear visualization of the solution spaces for a given set of IDLS data.

Finally, we used the BO-related defect as an experimental demonstration of our simulation results. It has been demonstrated that the BO-related defect cannot be explained with two single-level defects. The parameterization of BO-related defect as a two-level defect is also attempted using the proposed procedure. The necessity of using a wider doping range for less ambiguous determination of the defect parameters is highlighted. At the end, the possible error of misinterpreting the BO-related defect as two single-level defects was exhibited, highlighting again the importance of considering two-level defects in IDLS analysis.
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Fig. 12. (a) \( \tau(X) \) plot of the recombination lifetime of the p-type wafer. The lines indicate fitting the measured lifetime as two single-level defects. (b) The DPSS-\( k \) curves for the two single-level defects. The defect parameters from Niewelt et al. [27] are indicated by the red stars. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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